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Objectives

1. Develop a multi-task Neural Network for autonomous vehicle visual
perception (monocular video).

2. Devise a way to add or remove tasks on the fly without training the full
network all over again.

3. Extend the application to multi-sensor input.

Introduction

I Multi-Task Learning (MTL) [1] en-
compasses the idea that similar com-
putational tasks in deep learning
should at one point share some kind
of common latent representation, in a
more or less pronounced fashion, de-
pending on their relatedness.

I Learning such common representation in a single network can offer several
advantages :
. It can reduce the total size of the networks as well as the computational

cost, as a portion of the weights is shared.
. Various features can be useful to some tasks while being easier to learn by

others.
. The learnt latent representation generalise better.
. Tasks can be specifically added to incite the network to focus on a wanted

data feature.

I In autonomous driving, vision tasks such as obstacle and traffic signs detection
and tracking, lane marking detection, scene segmentation, etc., occur in the
same space. It is intuitively clear that they are related to some extent.

Problematic

I How to select which tasks to share, and at which point ?
I Which architecture would be able to adapt to additional tasks and enable to

train only a part of the network each time ?

Dataset

I Trials will mainly be done over Baidu’s ApolloScape dataset, that was cho-
sen because it exhibits some uncommon and valuable characteristics com-
pared with other existing collections :
. It is densely annotated, both spatially and temporally
I Per pixel labels are given for each frames of video sequences
. labels cover several interesting tasks :
I Semantic segmentation
I Instance segmentation
I Lane marking detection
I Depth estimation
I Pose estimation
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Methods

I MTL methods generally fit into two categories :

. Hard parameter sharing
It is the most straightforward and
obvious approach to MTL, starting
from a common core and branching
progressively to each task. the prob-
lem is to find where to split.

. Soft parameter sharing
In this kind of configuration, each
task retain its own specific network,
but sharing happens between layers.
While loosing the sparing of weights,
it is more flexible than hard sharing.
The challenge is to define how the
sharing is made.

I Traditionally, tasks are shared following an hand-crafted scheme, chosen
ad hoc for a peculiar task set. Thus, some work has been done toward
the automation and optimisation of multi-task network architectures. The
difficulty lies primarily in the very large space of structures to explore.

. Sluice networks [2] are an attempt
at unifying previous approaches with
a meta-architecture, adding linear
combinations with learnable coeffi-
cients of every task at each layer in
a soft sharing structure, and show-
ing how other methods can emerge
depending on the learnt coefficients,
including hard parameter sharing.

. Task taxonomy methods [3] use a computational metric to assess tasks
affinity and cluster them in a hard parameter sharing fashion.

. Soft layer ordering [4] tries to explore the possibilities that arise when
breaking the assumption that all tasks must use the shared layers in the
same order, by allowing each task to learn and use its own sequence.

Conclusion

I One of the thesis’ objectives being to have a modular network, hard
parameter sharing approaches are quite impractical, since there is very little
space for learning when adding a new task. On the other hand, soft sharing
techniques linearly grow in size with the number of tasks and can become
an hassle when embedding the network in a mobile platform.

I The state of the art seems devoid of modular approaches to multi-task
neural networks, Therefore it could be a future contribution if it is achieved.

I Extending the method to use multiple sources of information as input
(multi-sensor) will be the last goal.
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